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This document includes some basic information about the course “Implicit Computational
Complexity” which the author will give at ESSLLI 2010. It includes a description of the topics
covered by the course, a delineation of the prerequisites necessary to follow it and a list of bibli-
ographic references. This document should not be intended as a set of lecture notes, which are
available from the course webpage!, but are still under active development at the time of writing.

1 Scope and Structure

This course is an introduction to Implicit Computational Complexity (ICC for short), which aims
at characterizing complexity classes by logical systems and paradigmatic programming languages.
Some characterizations of major complexity classes based on model theory, recursion theory and
proof theory have been introduced in the last thirty years. On the other hand, similar results
have been obtained using tools from programming language theory, such as type systems or the
interpretation method.

The field is sufficiently broad and scattered to prevent us from being exhaustive in this course.
We have chosen to present some of the most interesting ICC systems from a programming language
perspective. First of all, some paradigmatic programming languages with high expressive power
will be presented, then showing how they can be restricted, thus obtaining languages in which
only relatively small classes of functions (i.e., complexity classes) can be written. Only at that
point, the relations with mathematical logic (in particular with proof theory and recursion theory)
become apparent. Arguably, this way of presenting the field does not really follow the historical
development, which was mainly driven by mathematical logic. However, we strongly believe
that this way of learning ICC makes the task of understanding the basic ideas easier, since less
prerequisites are needed before each ICC system can be properly defined and studied.

2 Contents

The course is divided into four parts:

A brief introduction to computability and complexity. Understanding ICC is not possible
without knowing the basics of computability and complexity. In this part of the course, we review
the notions of an algorithm, of a computable function and of the many complexity measures one
can attribute to algorithms and problems. A good reference, in which much more can be found
than what we will able to say, is Papadimitriou’s textbook [5].

Functional programs and complexity classes. One of the most interesting programming
paradigms is the functional one. There, the basic blocks programs are built with are pure functions,
namely functions which do not have an internal state nor produces side effects. In this part of the
course, a paradigmatic language of functional programs, namely the language of constructor term
rewriting systems, is defined and shown to be Turing Complete. Afterwards, restrictions on the
same language are presented and proved to exactly capture complexity classes, such as the class of
polynomial time computable functions. These restrictions are based on either path orders or the
interpretation method. In this part of the course, we will follow Baader and Nipkov’s textbook on
term rewriting [1], then switching to research papers such as [4].

Higher-order functions. A feature many functional languages offer to the programmer is the
possibility of writing higher-order functions, namely functions which can take other functions
as arguments and return functions as results. Constructor term rewrite systems cannot express
higher-order functions in a direct manner. As a consequence, a more expressive model is needed.
A-calculus, introduced by Church in the 1930’s, is the ideal candidate. We here show that the
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untyped A-calculus is itself Turing Complete. Then, we show how to characterize complexity classes
by restrictions on the lambda calculus, starting with the elementary functions and reaching the
polynomial time computable functions. A good reference for A-calculus is [2], while the way we
will restrict it to get characterizations of complexity classes is inspired from [6].

Beyond the functional paradigm. Functional programming languages are definitely not the
only programming languages around. Indeed, ICC has produces characterizations of different
complexity classes in other paradigms, like the imperative one, to which we focus our attention
in the last part of the course. In particular, we will present a characterization of the complexity
classes in the Grzegorczyk hierarchy by the p-measure on loop programs, following [3].

3 Prerequisites

This is an introductory course on the relations between logic and computation. As a consequence,
the prerequisites are kept to a minimum and much effort has been put into keeping the course self-
contained. Anybody with some familiarity with the language and methods of mathematics should
not find problems in following it. Knowing the basics of discrete mathematics, combinatorics,
mathematical logic and the theory of algorithms, on the other hand, could be of some help.
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